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Admin
• Lab 8 due TODAY!
– Extra office hours 4-5pm TODAY in H110 (Sara)

• Midterm April 25 in class (next Thursday)
– Can still do handout videos for extra credit! Up to 24 hours before exam

• Project presentations: last week of classes

• Writeup due by the end of finals period
– May 11 for seniors (AND groups involving seniors)
– May 17 for non-seniors



Final Project Deliverables
• Presentation
– Last week of classes
– 12 min per pair
– Peer feedback

• Writeup 
– In the style of a research paper
– Text can be brief but should describe your motivation, 

hypotheses, data, methods, experiments, results, 
interpretation, and conclusions

– At least 3 figures

README.md should have 
command lines for reproducibility!



Lab 7 competition

• Fejiro and Pranav
– Pooling layer, add FC layer with 1000 units, optimizer RMSprop
– Test accuracy 66%

• Gavin and Neha
– DenseNet layers
– Test accuracy 70%



Outline for April 18
• Introduction to unsupervised learning

• Review K-means (from CS260)

• Gaussian Mixture Models (GMMs)

• Review PCA (from CS260)

• Autoencoders

• Variational Autoencoders (VAEs)

• Hierarchical clustering (if time)
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Image: wikipedia

Supervised 
Learning: 

makes use of examples 
where we know the 
underlying “truth” 

(label/output)
Unsupervised 

Learning: 
Learn underlying 

structure or features 
without labeled 

training data

Note: generative 
models are typically 

unsupervised!



Unsupervised learning: main areas subject to debate
1) Clustering: group data points into clusters 

based on features only

2) Dimensionality reduction: remove feature 
correlation, compress data, visualize data 

3) Structured prediction: model latent variables 
(example: Hidden Markov Models)

4) Generative models: learn latent structure in 
order to generate novel examples



Applications of clustering

• Cluster genes with similar 
expression patterns



• Image segmentation: cluster similar 
regions of an image 

Applications of clustering

Image: Jessica Wu



• Clustering in 
social graphs

Applications of clustering

Image: https://griffsgraphs.wordpress.com/2012/07/02/a-facebook-network/



Two main types of clustering

• Flat/Partitional:
– K-means
– Gaussian mixture models

• Hierarchical:
– Agglomerative: bottom-up
– Divisive: top-down
– Examples: UPGMA and Neighbor Joining
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Hierarchical clustering example: trees

Credit: Pearson Education, Benjamin Cummings
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Review K-means from CS260

• Goal: learn about the structure in our data

• Goal: predict cluster membership for a new data point

• Method: minimize the within-cluster sum of squares (WCSS)





Review K-means from CS260

• Initialization: choose K means (cluster centers) randomly

– Usually from among the training data

• E-step: assign each point to the closest mean

• M-step: update the means as the cluster averages



Visualizing K-Means Clustering by Naftali Harris



Visualizing K-Means Clustering by Naftali Harris



Visualizing K-Means Clustering by Naftali Harris



Visualizing K-Means Clustering by Naftali Harris



Visualizing K-Means Clustering by Naftali Harris



Visualizing K-Means Clustering by Naftali Harris



Visualizing K-Means Clustering by Naftali Harris



Visualizing K-Means Clustering by Naftali Harris



How to choose the number of clusters K?

• A larger K will always reduce 
the within-cluster sum of 
squares (WCSS)!

• Try a variety of K and choose 
the K value where the 
decreases in WCSS plateau

• Question: what is the WCSS 
when K=n? (the number of 
training points)

Image: Datanovia



K-means stopping criteria

• No cluster membership changes

• Max number of iterations exceeded

• See a configuration you’ve seen before (cycle)



Discriminative vs. Generative
• Discriminative: finds a decision boundary
– Logistic regression, K-means

• Generative: estimates probability distributions 
– Naïve Bayes, Gaussian Mixture Models

Figure: Ameet Soni



Problems with K-means

• Not generative (could not create a new data point)

• Does not account for different cluster sizes and variances

• Does not allow points to belong to multiple clusters
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https://scikit-learn.org/stable/auto_examples/mixture/plot_gmm_covariances.html#sphx-glr-auto-examples-mixture-plot-gmm-covariances-py

Example of GMMs with different covariance 
constraints on the Iris flower data

https://scikit-learn.org/stable/auto_examples/mixture/plot_gmm_covariances.html


Figure 11.7 from
 M

M
L textbook
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Principal Components Analysis (PCA)
• Transforms p-dimensional data so that the new first dimension 

explains as much of the variation as possible, the new second 
explains as much of the remaining variation as possible, and so on 

• Typically, we look at the first few dimensions of the transformed 
data and use as a means of dimensionality reduction and 
visualization

• PCA is a linear transformation 

• PCA is often used for: 
– Data visualization
– Infer qualitative relationships between groups



Principal component analysis
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Slide: Iain Mathieson
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Traditional Autoencoder

• Project data in a lower dimension (encoder), then reconstruct using a decoder
• Loss function: minimize reconstruction error

Intuitively Understanding Variational Autoencoders by Irhum Shafkat



Traditional 
Autoencoder 

on MNIST

Intuitively Understanding Variational Autoencoders by Irhum Shafkat



Variational Autoencoder: 
latent space has a set of 

means and variances 

Intuitively Understanding Variational Autoencoders by Irhum Shafkat



Example of a trained VAE

Intuitively Understanding Variational Autoencoders by Irhum Shafkat



VAE: don’t want “spaces” between our clusters

Intuitively Understanding Variational Autoencoders by Irhum Shafkat



Optimizing KL 
divergence only

Intuitively Understanding Variational Autoencoders by Irhum Shafkat



Intuitively Understanding Variational Autoencoders by Irhum Shafkat

Full VAE loss



G3 Genes|Genomes|Genetics, Volume 11, Issue 1, January 2021, jkaa036, https://doi.org/10.1093/g3journal/jkaa036
Figure 1 A schematic of the VAE architecture. 

Biology Example: popvae

https://doi.org/10.1093/g3journal/jkaa036


Figure 2 PCA axes 1–8 (left) and popvae run at default settings 
(right) for 100,000 random SNPs from chromosome 1

G3 Genes|Genomes|Genetics, Volume 11, Issue 1, January 2021, jkaa036, https://doi.org/10.1093/g3journal/jkaa036

Biology Example: popvae

https://doi.org/10.1093/g3journal/jkaa036
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Are pandas more closely related to bears or raccoons?

Credit: Ameet Soni



UPGMA and Neighbor Joining

• Start with a dissimilarity map between 
examples (symmetric matrix)

• Say our examples are: A,B,C,D,E



Hierarchical clustering example (UPGMA)

Figure: Dr. Richard Edwards
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Figure: Dr. Richard Edwards

Hierarchical clustering example (UPGMA)



Back to the pandas….
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Credit: 
Ameet 
Soni
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Credit: 
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