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Admin
• Lab 8 due Thursday!
– Sorelle office hours Wednesday 3-4pm
– Check-in during lab today (hopefully through Part 2)

• Midterm April 25 in class (next Thursday)
– Study guide out this Thursday
– Can still do handout videos for extra credit! Up to 24 hours before exam

• Project presentations: last week of classes
• Writeup due by the end of finals period
– May 11 for seniors (AND groups involving seniors)
– May 17 for non-seniors



Lab 8 notes
• For generating text you can make your own string of at 

least “window” length, then encode and convert as before
• You don’t need “y”, only “x”

• The transformer for text generation part (end of Part 3) will 
be worth a small amount of credit – try it out and include 
ideas in your README even if it doesn’t quite work

• Text generated from both models may not be amazing, 
that’s okay!



Lab 8 notes
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Outline for April 16

• Finish GAN (CNN generators)

• Interpretability (LIME paper)

• Interpretability (saliency maps)
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Typical architecture of an image GAN

For images: generator 
is often a CNN

Discriminator is also 
often a CNN

(Note: goal is 50% accuracy)



GAN discriminator is a “normal” CNN
Review of convolutions: typically output is smaller than the input 
or we pool after to make it smaller

Blue maps are inputs, and cyan maps are outputs.

No padding, no strides No padding, strides Padding, strides

Vincent Dumoulin, Francesco Visin - A guide to convolution arithmetic for deep learning

https://arxiv.org/abs/1603.07285


GAN generator uses “transposed” convolutions
• Often called “deconvolutions”
• Goal is to start from a small vector of noise and end with a 3D image

https://arxiv.org/pdf/1511.06434.pdf



GAN generator uses “transposed” convolutions

Vincent Dumoulin, Francesco Visin - A guide to convolution arithmetic for deep learning

No padding, no strides, transposed No padding, strides, transposed Padding, strides, transposed

Goal is to make the output larger than the input

Blue maps are inputs, and cyan maps are outputs.

https://arxiv.org/abs/1603.07285
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Interpretability and Explainability

• Local interpretability
– Explaining a model’s prediction on a specific example
– What parts/features of the example were most important
• We already did this in CS260!

• Global interpretability
– Explaining what the model has learned overall
– Example: looking at the filters of a CNN



Goal: explain a model’s predictions

“Why Should I Trust You?” Explaining the Predictions of Any Classifier



LIME interpretability method

“Why Should I Trust You?” Explaining the Predictions of Any Classifier



LIME interpretability method

“Why Should I Trust You?” Explaining the Predictions of Any Classifier
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Saliency Maps

• Shows which pixels 
would impact the 
classification scores 
the most if changed 
slightly

https://arxiv.org/pdf/1312.6034.pdf



Caution is required when working with saliency maps, 
can be largely edge detectors and ignore the model

Sanity Checks for Saliency Maps



• “Model of the model”
• Original model: SVM
• Interpretable model: 

Decision Tree

Using an explainable model to predict decisions from 
an opaque model 



Correlations between CNN filters and interpretable 
summary statistics




