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Admin

• Thank you for the project proposals!
– Will review in the order received

• Lab 8 due April 18 (next Thurs)
• Midterm April 25 in class
• Project presentations: last week of classes
• Writeup due by the end of finals period
– May 11 for seniors
– May 17 for non-seniors



Outline for April 9

• Recap RNNs and text generation

• Attention mechanisms 

• Positional encoding (if time)
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Preprocessing for a language model

Geron, Chap 16





Example of input/output

https://karpathy.github.io/2015/05/21/rnn-effectiveness/



Word Embeddings
• If we have 50,000 words and one-hot 

encoding, doesn’t scale! (Very sparse matrix)
• Instead: embed in a lower dimension space 

Geron, Chap 13



Temperature: don’t always pick the 
letter with maximum probability

Geron, Chap 16



Handout 21, Q1
• Temperature = 1
– Scores (logits)
– Probabilities

• Temperature = 0.01 100 (corrected!)
– Scores (logits)
– Probabilities

• Temperature = 100 0.01 (corrected!)
– Scores (logits)
– Probabilities

[ -69.31472 ,  -91.629074, -230.25851 ]

[0.9999999, 2.0370382e-10, 1.26765211e-70]

[-0.00693147, -0.00916291, -0.02302585]

[0.33536728108, 0.3346197634, 0.3300129554]

[0.5, 0.4, 0.1]

[-0.6931472, -0.9162907, -2.3025851]
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Transformer Architecture

“Attention is all you need”



Attention mechanisms

“Transformers and Multi-Head Attention” by Phillip Lippe












