
CS360: Machine Learning Handout 17: Mar 26, 2024

Fully Connected (FC) Neural Networks (NN) (find and work with a partner)

1. Activation Functions. So far we have seen three different activation functions:

• Sigmoid: σ(x) = 1
1+e−x

• Hyperbolic Tangent: tanh(x) = ex−e−x

ex+e−x

• ReLU: f(x) = max(0, x)

If the input has value exactly 0, what is the activation of each function above?

2. Fully Connected Architectures. Say we have a fully connected neural network with 3 layers. The
input data has shape (n, p) = (100, 3), the first and second hidden layers each have 4 units (i.e.
p1 = p2 = 4), and we have one output. If we use biases for all 3 layers, how many total parameters
do we need to optimize?

3. Cross-Entropy Loss. We define cross-entropy between two discrete probability distributions p and
q (with the same set of inputs X ) as

H(p, q) = −
∑
x∈X

p(x) log2 q(x).

When using cross-entropy as a classification loss function between the true one-hot class label
vector y and the output probabilities for each class ŷ, we have

H(y, ŷ) = −
K∑
k=1

yk log2 ŷk,

where K is the number of classes. Say we have K = 3. For a given data point ~x, say the true
label is class 2, and our neural network produced the probabilities ŷ = [1

4
, 1
2
, 1
4
]. What is the

cross-entropy loss for this data point?

If instead our method produced probabilities ŷ = [3
8
, 1
8
, 1
2
], what is the loss for this data point?

Note: for multiple examples, we usually use the loss function:

J(all weights) =
1

n

n∑
i=1

H(yi, ŷi)
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