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Sources of Error in an ML Pipeline and Governance



Machine Learning Pipeline
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Error Measures

Accuracy and other traditional error measures focus on 
evaluating the model against the test data. 
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Sources of Error

In a real world problem, you’ve made assumptions throughout this 
pipeline – what if they’re wrong?
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Sources of Error

Assumption 0: the problem is appropriate to solve with ML
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Sources of Error

Assumption 1: the real world won’t change or impact the 
ML pipeline
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Sources of Error

Assumption 2: the chosen ML algorithm is appropriate to the 
real world context – does your model match the underlying 
phenomena and real-world societal understandings?
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Sources of Error

Assumption 3: the developed pipeline and/or model can be 
applied in a new context
• Assumptions about the training data and/or example distributions may not hold!

modelTraining Data

Single Example Prediction

Algorithm /
Model creation

model



Sources of Error

Assumption 4: the resulting prediction will be applied 
correctly and in the appropriate context – what real-world 
considerations might you have forgotten?
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Scenarios
1. What real-world harm occurred?

2. Why did that happen – what was the technical or 
sociotechnical error?

3. What could have been done to prevent it?
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An Incomplete History of Responsible AI

2008 2010 2012 2014 2016 2018 2020 2022

Pedreschi, 
Ruggieri, Turini
“Discrimination-
Aware Data Mining”
KDD, 2008

first FAT/ML 
Workshop
Montreal, Canada
NeurIPS 2014

first FAccT 
Conference, NY, 
NY, 2018

Fair ML
Academic 
Community

281 papers at 
FAccT 2022

Audits
ProPublica
Machine Bias
series

Sweeney. Discrimination 
in Online Ad Delivery: 
Google ads, black names 
and white names, racial 
discrimination, and click 
advertising
Queue, 2013.

Buolamwini and 
Gebru. Gender 
Shades: Intersectional 
Accuracy Disparities 
in Commercial 
Gender Classification.
FAccT, 2018.

Ali et al. 
Discrimination 
through 
Optimization: How 
Facebook's Ad 
Delivery Can Lead 
to Biased 
Outcomes.
CSCW, 2019.

DOJ 
Settlement 
with Meta 
regarding 
housing ads

AI Ethics 
Principles

Principles for 
accountable algorithms 
and a social impact 
statement for 
algorithms.
Dagstuhl working 
group write-up. 2016.

Governance
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Blueprint for an AI Bill of Rights

Safe and Effective Systems
You should be protected from unsafe or ineffective systems.

Algorithmic Discrimination Protections
You should not face discrimination by algorithms and 
systems should be used and designed in an equitable way.

Data Privacy
You should be protected from abusive data practices via 
built-in protections and you should have agency over how 
data about you is used.

Notice and Explanation
You should know when an automated system is being used 
and understand how and why it contributes to outcomes that 
impact you.

Human Alternatives, Consideration, and Fallback
You should be able to opt out, where appropriate, and have 
access to a person who can quickly consider and remedy 
problems you encounter.

http://www.whitehouse.gov/ostp/ai-bill-of-rights



https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/



https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/







Minimum Practices
Before use:
q Complete an AI impact assessment

q The intended purpose for the AI and its expected benefit
q The potential risks of using AI
q The quality and appropriateness of the relevant data

q Test the AI for performance in a real-world 
context

q Independently evaluate the AI

q Take steps to ensure that the AI will advance 
equity, dignity, and fairness
q Proactively identifying and removing factors contributing to 

algorithmic discrimination or bias
q Assessing and mitigating disparate impacts
q Using representative data

q Consult and incorporate feedback from affected 
groups.

Ongoing requirements:
q Conduct ongoing monitoring and establish 

thresholds for periodic human review
q Mitigate emerging risks to rights and safety
q Ensure adequate human training and assessment
q Provide appropriate human consideration as part 

of decisions that pose a high risk to rights or 
safety

q Provide public notice and plain-language 
documentation through the AI use case inventory.

q Conduct ongoing monitoring and mitigation for 
AI-enabled discrimination

q Notify negatively affected individuals
q Maintain human consideration and remedy 

processes
q Maintain options to opt-out where practicable 
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