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Admin

• Sorelle office hours Thursday: 4-5pm in H110

• Lab 5 due Thursday (check in during lab today)
– Goal: finish non-regularization case by *end* of lab

• Make sure you have 3 handouts!
– Study guide, practice problems, feedback form

• Reminder about extra credit for handout 
solutions (see Piazza)
– Deadline: 24 hours before the midterm



Midterm Notes

• In class on Tuesday (week from today)

• You may bring a one page (front and back) 
“study sheet”

• Handwritten, created by you



Outline for Feb 27
• Correction for softmax

• Review K-nearest neighbors and KD trees

• Review gradient descent and logistic 
regression

• Thursday: decision trees, evaluation metrics, 
ML pipeline
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Handout 4, example 1
Sort by dim 0 (x-axis here) and choose median
More points *below* the median (i.e. fill in left child first)
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Handout 4, example 1
Recurse on the points below and above the median
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Handout 4, example 1
Terminate when we don’t have any more points
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Handout 4, example 1
Test/query point: start at the root
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Handout 11: first page
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Handout 11: query 1
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Handout 11: query 2



Outline for Feb 27
• Correction for softmax

• Review K-nearest neighbors and KD trees

• Review gradient descent and logistic 
regression

• Thursday: decision trees, evaluation metrics, 
ML pipeline




