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Admin

• Checkpoint in lab today: finished Part 1

• Office hour change: Wednesday 3-4pm in 
Zubrow (Sara)
– No office hours on Thursday! (faculty meeting)

• Lab 4 due Thursday Feb 22



Outline for Feb 20
• Stochastic gradient descent

• Maximizing likelihood functions

• Logistic regression likelihood

• Extending logistic regression to multi-class 
classification (softmax)

• Regularization
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High-level idea of gradient descent

Geron Chap 4



Gradient descent: learning rate too small
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Gradient descent: learning rate too high



Geron Chap 4

Gradient descent: no global optima



Stochastic Gradient Descent (high-level)

set w = 0 vector
while cost J(w) still changing (or max iter reached):
 shuffle data points
 for i = 1…n:
  w <- w – alpha(derivative of J(w) wrt xi)
 store J(w)



Gradient descent variations
• Batch gradient descent
– Go over all training data before making a weight update

• Stochastic gradient descent
– Shuffle data and make a weight update after each 

training example

• Mini-batch gradient descent
– Update after a “mini-batch” of training examples (i.e. 50)
– Vocab word: epoch (one pass through the data)



Comparison of gradient descent paths

Geron Chap 4
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Logistic Regression model fit to the Challenger dataset: modified by work from Maha Attique



Logistic Function

Geron Fig 4-21



Logistic Regression creates a linear 
decision boundary!

Geron Chap 4



• Equivalent to p(y=1 | x) from Naïve Bayes

• Idea of threshold is still the same! 

Logistic Regression model

Geron Chap 4



Logistic Regression Cost

• Cost function for single example

• Overall logistic regression cost function

Geron Chap 4



3 important pieces to SGD

• Hypothesis function (prediction)



Logistic (sigmoid) function

g(z)
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3 important pieces to SGD

• Hypothesis function (prediction)

• Cost function (want to minimize)

• Gradient of cost wrt single data point xi



Outline for Feb 20
• Stochastic gradient descent

• Maximizing likelihood functions

• Logistic regression likelihood

• Extending logistic regression to multi-class 
classification (softmax)

• Regularization






