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Admin

• Lab 3 due Thursday

• Lab 1 graded on Moodle
– You might have received a note about results being 

slightly off, that’s okay since you might have used 
different hyperparameters (we didn’t take off for this)

• By the end of lab today, make sure you can build 
the decision tree



Outline for Feb 13

• Ensemble methods introduction

• Bagging

• Random forests

• AdaBoost
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Recap Bias-Variance Tradeoff

Slide: Jessica Wu



Quiz: recap bias and variance

Label each picture with variance (high or low) and bias (high or low)

Example from Ameet Soni
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Quiz: recap bias and variance

Label each picture with variance (high or low) and bias (high or low)

Example from Ameet Soni
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Bias:  high
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This is the type of classifier 
we want to average! 



Ensemble Idea

Slide: Jessica Wu



Ensemble Idea
• Average the results from several models with 

high variance and low bias
– Important that models be diverse (don’t want 

them to be wrong in the same ways)

• If n observations each have variance s2, then 
the mean of the observations has variance 
s2/n (reduce variance by averaging!)



Learning Theory
Let H be the hypothesis space

Modified from Ameet Soni
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Learning Theory

Modified from Ameet Soni

Ensembles can address all 3!



Learning Theory

Figure from Tom Dietterich
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Bootstrap (Handout 7, Q1)
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Ensemble Notation
• T = number of models/classifiers (index t)
• X(t) = bootstrap training set t
• x = generic test example (could be a vector)
• y = test label (binary for now)
• h(t)(x) = hypothesis about x from model t
• r = probability of error of individual model
• R = number of votes for wrong class



Bagging (bootstrap aggregation)
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Bagging (Handout 7, Q2)
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Random Forests
• Idea: choose a different subset of features for 

every classifier t
• Typically use decision stumps (depth 1)

• Goal: decorrelate models

• In practice: choose sqrt(p) features
– Without replacement for each model
– Every model: data points and features chosen 

independently
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