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Admin

• Lab 2 due TODAY

• Sorelle office hours TODAY, 4-5pm in H110

• Lab 3 released tonight (Decision Trees)





Outline for Feb 8

• Finish Cross Validation

• Decision Tree introduction

• ID3 algorithm

• Handout 6

• Implementation suggestions
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Cross Validation: other considerations

• Can use cross-validation to choose 
hyperparameters

• Leave-one-out cross validation (LOOCV)
– Special case of k=n
– Train using n-1 examples, evaluate on remaining
– Repeat n times

• Can do multiple trials of CV



Examples of parameters vs. hyperparameters

• Polynomial regression
– Hyperparameter: degree of the polynomial
– Parameters: weights on each feature (or power of 

a feature)

• Logistic regression
– Hyperparameter: learning rate, max iterations
– Parameters: weights on each feature

• K-nearest neighbors
– Hyperparameters: K (number of neighbors), 

distance metric



Hyperparameters

• Difficult to define precisely, but typically a 
parameter that controls other parameters

• We can’t choose hyperparameters via test data 
(breaks cardinal rule of not looking at our test 
data!)

• But we can use validation data



Finding hyper-parameters
• Grid search
• Random search 

Geron Chap 2



Slide: Jessica Wu
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Real-World Examples
• Medical diagnostics

• Use decision trees to interpret another ML 
algorithm (SVMs)

Optional Reading!



Decision Tree example (tennis data)

• Each internal node: test one feature
• Each branch from node: selects one value of the feature
• Each leaf node: predict  y

Based on slides by Jessica Wu 
and Eric Eaton
[originally by Tom Mitchell] 



Decision Tree example (tennis data)

Key term: depth

depth = 0
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Decision Tree example (tennis data)

Key term: depth

depth = 2



Decision Tree example (tennis data)

Outlook Temp Humidity Wind

Rain Hot High Strong(test example) x = ypred = No



Can also consider continuous features

Example by: Eric Eaton 

x2 ≤ 3



Can also consider continuous features

Example by: Eric Eaton 

x2 ≤ 3

TrueFalse



Decision Tree pros/cons

• Very interpretable! Easy to say why we made a 
classification (can point to which features)

• Compact representation and fast predictions

• Can be brittle (not looking at each example 
holistically)

• Featurization and implementation difficulties



Check-in: work individually for a few minutes



Check-in
1)

2) (a) +
(b) 5/14

3) high

time 
morning 

after noon 
evening 
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ID3 Decision Tree algorithm (1986)

• Select feature that “best” informs label 
prediction (i.e. y)

• Divide: partition data into branches based on 
their value at this feature

• Conquer: recurse on 
each partition 

Optional reading



Top-Down decision tree algorithm
Dataset (X,y)

Features

For us: use majority label
(break ties arbitrarily)

Slide: modified from Ameet Soni



Top-Down decision tree algorithm
Dataset (X,y)

Features

For us: use majority label
(break ties arbitrarily)

Slide: modified from Ameet Soni

Why don’t we want to use this feature again?



Design choice: stopping criteria

1. All the data points in our partition have the 
same label

2. No more features remain to split on

3. No features are informative about the label

4. Reached (user specified) max depth in the tree
For our Lab 3 implementation

i.e. all have same remaining features but there is still label heterogeneity 



Additional base case options

• Stop when leaf label reaches a certain fraction 
(i.e. 95% “yes”, 5% “no”)

• Set a minimum number of examples in leaf 
(i.e. if we have a 2-1 split, stop)
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Handout 6



Handout 6: continuous features
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Recursive algorithm: Partition data structure
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Recursive algorithm: Partition data structure



Partition class



How to choose 
the best feature?
Entropy!

2/3
0.92

0.92 – 0.61 = 0.31
0.92 – 0.61 = 0.31
0.92 – 0.36 = 0.56

MIN ENTROPY

0.92 – 0.85 = 0.07
MAX INFO GAIN

Director

Start of the tree



Implementation Suggestions

• Think back to trees in data structures

• Distinguish between data (X,y) and options for 
data (values for each feature, classes for y)



• Make sure you can accommodate more than 
two children (i.e. not a binary tree)

• Make sure your prediction/classification 
algorithm is recursive

• You can parse the feature name to figure out 
continuous/discrete and how to classify

Implementation Suggestions



Continuous Features
(do this for the TRAIN only!)

X Y

10 Y

7 Y

8 N

3 Y

7 N

12 Y

2 Y

1) Sort examples based on given feature

2) Different label with same feature value, collapse to “None”

1) Whenever label changes, make a feature (use avg)

2 3 7 7 8 10 12
Y Y Y N N Y Y

2 3 7 8 10 12
Y Y None N Y Y

2 3 7 8 10 12
Y Y None N Y Y

X <= 5

X <= 7.5

X <= 9


