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Write one midterm question 
or topic on your notecard

Will answer later in class today or on Piazza



Admin

• Exam due in class on Tuesday
– Do not open the exam until you’re ready to start
– Time limit: 3 hours
– Resources: hand-written study sheet, calculator

• First candidate talk on Monday!
– 4pm tea
– 4:15pm talk (H109)



Outline for November 16

• Midterm 2 Review

– Entropy vs. classification error 
– PCA
– Naïve Bayes
– Central Limit Theorem
– Logistic regression and cross entropy
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From the study guide



Entropy vs. classification error



One feature models (decision stumps): 
information gain vs. classification error
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H(Y) = 0.6136190195993708

H(Y|age<=55.5) = 0.5522480910534322

H(Y|oldpeak<=3.55) = 0.5568804630596093
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=> Age feature 
produces more 
information gain!

One feature models (decision stumps): 
information gain vs. classification error



Decision trees from entropy (info gain) vs. 
classification error!
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PCA creates linear combinations of features



England, 9,000 BP

England, 5000 BP

England 4,000 BP



PCA “classic” genetics example
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Naïve Bayes assumption



Naïve Bayes Model

Naïve Bayes Prediction



Estimating prior: p(y=k)



Estimating likelihood: p(xj=v | y=k)
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Bootstrap demo

See video tutorial on Piazza!
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For each method/approach, is X 
continuous or discrete? What about y?

• Linear regression
• Polynomial regression
• Decision trees/stumps
• ROC curve as an evaluation metric
• Naïve bayes
• Logistic regression
• Entropy and information gain
• PCA

Think about offline!



Notecards: will post 
responses on Piazza!


