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Admin
• Lab 5 due Thursday 
• TA hours now Mon, Tues, Thurs
– Monday office hours now over zoom only

• Office hours TODAY 3:30-5pm in H204
• Note-taker: Matt

• No class on Thursday (I’m “at” a conference)
– Watch video lecture instead (can come to class)
– Do Handout 14 and come ready to discuss on Tues!
– Note-taker: Victor
– There will still be lab!



Lab 5 suggestions

• Features dictionary F:
F = {age: [Senior, Middle-age, Mid-adult, Young-adult, 
Child], workclass: [Private, Local-gov…] … }

• List of Examples
– Each example contains

features = {age: Senior, workclass: Private … }
label = 1 (Female)

Partition contains:



Outline for October 19

• Entropy and Shannon encoding

• Information gain for selecting features

• Go over Midterm 1

• Continuous features (if time)
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Decision Trees use entropy to select best features

• Medical diagnostics

• Credit risk analysis

• Modeling calendar scheduling preferences 

Examples



Decision Trees in Chemistry reactions

• Example of decision trees in practice
• Use decision trees to interpret another ML 

algorithm (SVMs)

Optional Reading!



How do we choose the best feature?

• Single feature model + evaluate with a ROC 
curve (Lab 4)

• What feature gives us the most information 
about the label? (Lab 6)
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Handout 13



Handout 13

2/3
0.92

0.92 – 0.61 = 0.31
0.92 – 0.61 = 0.31
0.92 – 0.36 = 0.56

MIN ENTROPY

0.92 – 0.85 = 0.07
MAX INFO GAIN

Director

Start of the tree
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• 90-100% A 
• 80-89% B 
• 70-79% C 
• Below 60%: not passing (please meet with me)

• Average: 85

• Any questions about the exam: bring to me within one week

Midterm 1 Grades



Midterm 1

(not posted online)
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Next time!


