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Admin

• Office hours today 11-12pm

• Project
– Proposals were due last night – email me ASAP if 

you have not yet submitted one and would like to 
do the project

– I will grade *one* of project or exam, so if you do 
both email me by the end of the day on Dec 18 
which one to grade



Outline for December 4
• Continue K-means clustering

• Handout 18

• Gaussian Mixture Models (GMM)

• Next week:
– Principal Component Analysis (PCA)
– Review session
– Presentations
– Capstone activity
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• Learn about underlying structure in the data
• Cluster new data (testing)

• Goal: minimize “within cluster sum of squares” (WCSS)

Clustering Goals



K-means algorithm
• 0) Initialization: choose means (centers) of K clusters

• 1) E-step (assignment): for each training example, find closest mean

• 2) M-step (update): compute new means



K-means algorithm: stopping criteria

• No cluster membership changes

• Max iterations exceeded

• Seen a configuration we’ve seen before (cycle)



Example of K-means



How to choose K?
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Problems with K-means

• Not generative (could not create a new point based on existing 
clusters)

• Does not explicitly account for different cluster sizes

• Implicitly assumes “spherical” clusters; does not account for 
different co-variances
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Discriminative vs. Generative
• Discriminative: finds a decision boundary

– Logistic regression, K-means
• Generative: estimates probability distributions 

– Naïve Bayes, Gaussian Mixture Models

Figure: Ameet Soni



https://scikit-learn.org/stable/auto_examples/mixture/plot_gmm_covariances.html#sphx-glr-auto-examples-mixture-plot-gmm-covariances-py

Example of GMMs with different covariance 
constraints on the Iris flower data



Gaussian Mixture Model (GMM)



EM algorithm (high-level)



EM algorithm (high-level)



Bonus: Hierarchical Clustering



Applications of clustering in ML

• Cluster genes with similar 
expression patterns



• Image segmentation: cluster similar 
regions of an image 

Applications of clustering in ML

Image: Jessica Wu



• Clustering in 
social graphs

Applications of clustering in ML

Image: https://griffsgraphs.wordpress.com/2012/07/02/a-facebook-network/



Two main types of clustering

• Flat/Partitional:
– K-means
– Gaussian mixture models

• Hierarchical:
– Agglomerative: bottom-up
– Divisive: top-down
– Examples: UPGMA and Neighbor Joining
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Hierarchical clustering example: trees

Credit: Pearson Education, Benjamin Cummings



Are pandas more closely related to bears or raccoons?

Credit: Ameet Soni



UPGMA and Neighbor Joining

• Start with a dissimilarity map between 
examples (symmetric matrix)

• Say our examples are: A,B,C,D,E



Hierarchical clustering example (UPGMA)

Figure: Dr. Richard Edwards
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Figure: Dr. Richard Edwards

Hierarchical clustering example (UPGMA)



Back to the pandas….
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