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Admin
• Lab check in Thursday: Parts 1&2 complete
• May extend to Friday if that would be helpful!
• Office hours today: 4:30-6pm
• Jason TA hours Thurs night

• No class next Tuesday

• Welcome prospective students!



Outline for October 27

• Recap Random Forests

• AdaBoost and weighted entropy

• Perceptron Algorithm
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Ensemble Methods big-picture

Ensemble Methods

Boosting
(e.g. AdaBoost)

Bagging
(Bootstrap Aggregation)

Random Forests
• Subset of features
• Decision stumps









Outline for October 27

• Recap Random Forests

• AdaBoost and weighted entropy

• Perceptron Algorithm

Note: AdaBoost is NOT an extension of Random Forests
However! We are using Decision Stumps for both











AdaBoost implementation



Decision Trees with Weighted Entropy



Decision Trees with Weighted Entropy: example







Handout 11: Round 1
h(1)
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h(2)

Handout 11: Round 2 & 3 (exercise!)

h(3)



Handout 11: final classifier





Outline for October 27

• Recap Random Forests

• AdaBoost and weighted entropy

• Perceptron Algorithm
Next time!


