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Admin	
•  Lab	1	graded	

•  Lab	2	collected	5pm	today	
– Last	minute	ques@ons	->	Piazza	
–  I	am	unable	to	meet	this	aFernoon	

	
•  Lab	3	(shortened,	step-by-step)	due	Tuesday	
night	(grace	period	@l	Wed	night)	
–  Starter	code:	one	place	coeff	->	coef	
–  For	part	(a),	easier	to	use	train_data.plot(..)	



Lab	1	feedback	
•  Lab	1	grades	posted	(10pts	for	knn,	3	for	math)	

•  Keep	large	data	out	of	repos	(unless	it	is	given	as	part	of	the	
starter)	

•  Make	sure	code	is	in	func@ons	and	func@on	decomposi@on	
makes	sense	

•  Keep	lines	less	than	80	characters	

•  Official	python	style	for	methods/func@ons	
–  my_func@on	
– MyFunc@on	(uppercase	is	reserved	for	classes!)	
	



Lab	1	Extensions:	mul@-class	



Lab	1:	how	to	make	KNN	faster?	
•  Run@me:	exercise!	

•  Don’t	need	to	sort	all	distances	–	for	small	K,	we	can	find	
the	top	K	neighbors	in	linear	@me	

•  Save	matrix	of	pair-wise	distances	across	K	

•  Put	each	training	example	in	a	“zone”	or	“cluster”.	For	
each	test	example,	iden@fy	cluster	and	only	consider	
neighbors	within	that	cluster	



Outline	for	September	25	

•  Recap	bias/variance	tradeoff	

•  Simple	linear	regression	

•  SGD	(Stochas@c	Gradient	Descent)	

•  Normal	equa@ons	solu@on	
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Regression	setup	and	Expected	Value	



Compute	Expected	Loss	



Bias/variance	big	picture	



Assessing	Model	Accuracy	

ISL,	Fig	2.9	

test	

train	
-low	variance	
-high	bias	

-high	variance	
-low	bias	
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Goals	of	Inference	
1)  Which	of	the	features/explanatory	variables/

predictors	(x)	are	associated	with	the	
response	variable	(y)?	

2)  What	is	the	rela@onship	between	x	and	y?	

3)  Is	a	linear	model	enough?	

4)  Can	we	predict	y	given	a	new	x?	



Regression	Example	

Slide:	modified	from	Jessica	Wu	
[Data	from	G.	Wik.	Journal	of	Sta@s@cs	Educa@on,	Volume	21,	Number	1	(2013)]		



Example:	predict	sales	from	TV	adver@sing	budget	

ISL:	Figure	3.1	



Cost	Func@on:	sum	of	squared	errors	

p=1	 p=2	
x	

y	

Slide:	modified	from	Jessica	Wu	
Original:	Eric	Eaton	



Linear	Regression	

•  Output	(y)	is	con@nuous,	not	a	discrete	label	

•  Learned	model:	linear	func/on	mapping	input	
to	output	(a	weight	for	each	feature	+	bias)	

•  Goal:	minimize	the	RSS	(residual	sum	of	
squared	errors)	or	SSE	(sum	of	squared	errors)	



“Simple”	linear	regression	



“Simple”	linear	regression	



Handout	4	
(on	piazza,	try	on	your	own!)	



Outline	for	September	25	

•  Recap	bias/variance	tradeoff	

•  Simple	linear	regression	

•  SGD	(Stochas@c	Gradient	Descent)	

•  Normal	equa@ons	solu@on	



Mul@ple	linear	regression	



Cost	Func@on	

b0	

b1	 b1	 b1	

b0	b0	

Slide:	modified	from	Jessica	Wu	
Based	on	slide	by	Andrew	Ng		



Gradient	Descent:	walking	toward	the	minimum	

Slide:	modified	from	Jessica	Wu	

b0	

b1	

Based	on	slide	by	Andrew	Ng		



Cost	Func@on	(extra	prac@ce)	

Slide:	modified	from	Jessica	Wu	
Based	on	slide	by	Eric	Eaton	
[Example	by	Andrew	Ng]		

w1	

J(w1)	hw(x)	
(assume	w0=0	for	this	example)	

J(w1)	
w1=1	

w1=0.5	
w1=0	



Slide:	modified	from	Jessica	Wu	
Based	on	slide	by	Eric	Eaton	
[Originally	by	Andrew	Ng]		
	

J(w)	

Choosing	step	size	



Lab	3	applied	to	Handout	4	



Toy	example,	itera@on	1	



Toy	example,	itera@on	2	



Toy	example,	itera@on	12	



Toy	example,	itera@on	40	



Toy	example,	itera@on	100	
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Pros	and	Cons	

Slide:	modified	from	Jessica	Wu	
Based	on	slide	by	Eric	Eaton		
	

p	 p	
O(p3)	


