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Admin	
•  Lab	2	due	THURSDAY	night	

–  Grace	period	Bl	Friday	at	5	
–  ConBnuous	features	opBonal	
–  InformaBon	gain	opBonal	(can	do	cond.	entropy	instead)	

	
•  Office	hours	today	4:30-6pm	

•  Reading	for	Friday	
– Duame	7.6	(2+	pages)	
–  ISL	59-63	(4+	pages)	



Outline	for	September	22	

•  Finish	Decision	Trees	(recap	conBnuous	
features)	

•  Learning	problem	so	far	+	terminology	

•  Bias-Variance	tradeoff	

•  Linear	regression	
	



Linear	Regression	Goals	

•  Regression	as	a	way	to	study	expected	loss	
and	the	bias-variance	tradeoff	

•  Review	matrix	algebra	and	expected	values	

•  As	an	introducBon	to	opBmizaBon	(specifically	
stochas4c	gradient	descent)	
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features)	
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ConBnuous	Features	



ConBnuous	Features	(pair	exercise)	
(do	this	for	the	TRAIN	only!)	

temp	 Y	

80	 Y	

48	 Y	

60	 N	

48	 Y	

40	 N	

48	 Y	

90	 Y	

1)  Sort	examples	based	on	feature	“temp”	

2)  Different	label	with	same	feature	value,	collapse	to	“None”	

	
	
3)  Whenever	label	changes,	make	a	feature	(use	avg)	



Any	other	Lab	2	quesBons?	



Outline	for	September	22	

•  Finish	Decision	Trees	(recap	conBnuous	
features)	

•  Learning	problem	so	far	+	terminology	

•  Bias-Variance	tradeoff	

•  Linear	regression	
	



Loss	FuncBons	

Absolute loss (also for regression)     

Slide:	modified	from	Ameet	Soni	



Slide:	Ameet	Soni	

Formalizing	the	learning	problem	



Why	might	learning	fail?	



InducBve	Bias	Training	Data	

TesBng	Data	

Figures	2.1	and	2.2	from	Duame	



InducBve	Bias	Training	Data	

TesBng	Data	

Figures	2.1	and	2.2	from	Duame	

A	
A	

B	 B	

A:	“fly”	
B:	“no	fly”	



InducBve	Bias	Training	Data	

TesBng	Data	

Figures	2.1	and	2.2	from	Duame	

A	
B	

B	 A	

A:	“bird”	
B:	“mammal”	



Why	might	learning	fail?	
•  Noise	in	the	training	data	
– Typos	in	a	restaurant	review	

•  Available	features	are	insufficient	
– x-ray	does	not	capture	the	medical	issue	

•  “Correct”	predicBon	is	up	to	interpretaBon	
– Parental	controls	on	web	content	

•  Learning	algorithm	cannot	cope	with	the	data	
	 Adapted	from	Duame	Chap	2	



Hyperparameters	
•  Difficult	to	define	precisely,	but	typically	a	
parameter	that	controls	other	parameters	

•  What	is	one	hyperparameter	in	decision	trees?	

•  We	can’t	choose	hyperparameters	via	test	data	
(breaks	cardinal	rule!)	

•  But	we	can	use	valida4on	data	

Max	depth!	



General	approach	to	training	

(validaBon	data)	

Duame	Chap	2	



Outline	for	September	22	

•  Finish	Decision	Trees	(recap	conBnuous	
features)	

•  Learning	problem	so	far	+	terminology	

•  Bias-Variance	tradeoff	

•  Linear	regression	
	



Regression	setup	and	Expected	Value	



Compute	Expected	Loss	
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Assessing	Model	Accuracy	

ISL,	Fig	2.9	

test	

train	
-low	variance	
-high	bias	

-high	variance	
-low	bias	



Goals	of	Inference	
1)  Which	of	the	features/explanatory	variables/

predictors	(x)	are	associated	with	the	
response	variable	(y)?	

2)  What	is	the	relaBonship	between	x	and	y?	

3)  Is	a	linear	model	enough?	

4)  Can	we	predict	y	given	a	new	x?	



Regression	Example	

Slide:	modified	from	Jessica	Wu	
[Data	from	G.	Wim.	Journal	of	StaBsBcs	EducaBon,	Volume	21,	Number	1	(2013)]		


