
CS	360:	Machine	Learning	

Prof.	Sara	Mathieson	
Fall	2020	



Admin	

•  Lab	2	due	Tuesday		
– Post	on	Piazza!	

•  TA	hours	Sunday	8:30-10pm	(Fiona)	

•  Next	office	hours	Mon	9:45-11am	

•  We	are	working	on	geKng	a	peer	tutor	
	

Video	on	if	possible!!	



Outline	for	September	18	

•  Recap	high	level	Decision	Tree	algorithm	

•  Entropy	and	informaVon	gain	

•  ConVnuous	features	
	
•  Lab	2	implementaVon	suggesVons	
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Real-World	Examples	

•  Medical	diagnosVcs	

•  Credit	risk	analysis	

•  Modeling	calendar	scheduling	preferences		



Decision	Trees	in	Chemistry	reacVons	

•  Example	of	decision	trees	in	pracVce	
•  Use	decision	trees	to	interpret	another	ML	
algorithm	(SVMs)	

OpVonal	Reading!	



Handout	2	





Recursive	algorithm:	ParVVon	data	structure	
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ParVVon	class	





Handout	2:	conVnuous	features	





Reading	check-in:	work	individually	for	a	few	minutes	





Reading	Check-in	
1) 
 
 
2) (a) + 

 (b) 5/14 
 
3) high 

time 
morning 

after noon 
evening 
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Entropy	
Year	 prob	

(p)	
Idea	 CumulaAve	

prob	
Binary	

Senior	 0.5	

Junior	 0.25	

Sophomore	 0.125	

First	year	 0.125	

Idea:	avg	#	bits	needed	to	
transmit	info	





Entropy	



CondiVonal	Entropy	



Handout	4:	work	with	your	group!	
(second	quesVon	only)	



Handout	4	

2/3	
0.92	

Try	first	and	then	
check	your	answers!	

0.92	–	0.61	=	0.31	
0.92	–	0.61	=	0.31	
0.92	–	0.36	=	0.56	

MIN	ENTROPY	

0.92	–	0.85	=	0.07	
MAX	INFO	GAIN	

Director	

Start	of	the	tree	
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ConVnuous	Features	
(do	this	for	the	TRAIN	only!)	

X	 Y	

10	 Y	

7	 Y	

8	 N	

3	 Y	

7	 N	

12	 Y	

2	 Y	

1)  Sort	examples	based	on	given	feature	

2)  Different	label	with	same	feature	value,	collapse	to	“None”	

	
3)  Whenever	label	changes,	make	a	feature	(use	avg)	

2 	3 	7 	7 	8 	10 	12	
Y 	Y 	Y 	N 	N 	Y 	Y	

2 	3 	7 	 	8 	10 	12	
Y 	Y 	None 	N 	Y 	Y	

2 	3 	7 	 	8 	10 	12	
Y 	Y 	None 	N 	Y 	Y	

X	<=	5	

X	<=	7.5	
X	<=	9	
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ImplementaVon	SuggesVons	

•  Start	slow	with	entropy!	Build	up	funcVon	by	
funcVon		

•  Think	back	to	trees	in	data	structures	

•  DisVnguish	between	data	(X,y)	and	opVons	for	
data	(values	for	each	feature,	classes	for	y)	


