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Outline	for	October	24	
	
•  Ensemble	methods	
– Bagging	
– Random	forests	
– BoosFng	
– Weighted	entropy	

In-lab	today:	
Hand	back	exam	
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Random	Forests	
•  Idea:	choose	a	different	subset	of	features	for	
every	classifier	t	

•  Typically	use	decision	stumps	(depth	1)	

•  Goal:	decorrelate	models	

•  In	pracFce:	choose	sqrt(p)	features	
– Without	replacement	for	each	model	
– Every	model:	data	points	and	features	chosen	
independently	
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Handout	14:	Round	1	
h(1)
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h(2)

Handout	14:	Round	2	&	3	(exercise!)	

h(3)



Handout	14:	final	classifier	
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See	back	of	Handout	13	
Note:	entropy	calculaFon	should	
have	a	negaFve	sign	in	front!	


