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Outline

■ Finish Forward-Backward algorithm

■ Posterior decoding and posterior mean

■ Parameter estimation

■ Baum-Welch algorithm (EM for HMM)

Lab 8 due Thursday
Review: in-class on Thursday
Midterm 2: in-class on Tuesday
Office hours: TODAY
 2:30-3:30pm in Zubrow





More HMM examples



HMMs in practice
 Example 1: part-of-speech tagging

Image: modified from http://nlpforhackers.io/training-pos-tagger/

noun nounpronoun verb adjective preposition 

x

z

http://nlpforhackers.io/training-pos-tagger/


HMMs in practice
 Example 2: multiple sequence alignment

Multiple sequence alignment results on proteins

HMM architecture that models 
matches, insertions, and deletions



Forward-Backward, posterior decoding, 
and posterior mean



Goal: compute the posterior probability of being 
in state k at step i

■ Posterior probability: 
probability of an “unknown” 
given observed (known) data
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Evidence (actual observed data)



Goal: compute the posterior probability of being 
in state k at step i

■ Posterior probability: 
probability of an “unknown” 
given observed (known) data

■ Aside: we can rewrite the 
numerator to include a prior 
(in a Bayesian setting)

Prior

Likelihood of data given an unknown

Focus on the numerator

Evidence (actual observed data)
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Goal: compute the posterior probability of being 
in state k at step i

Break up emitted 
sequence around step i

Use conditional probability 

Use Markov property

Define these two pieces 
as the forward and 
backward probabilities

Forward Backward



■ Input: observed sequence x=(x1,x2,…,xL) and transition/emission probabilities (a and e 
matrices)

■ Output: posterior probability of being in each hidden state at each time point P(Zi=k|x)

Forward-backward Algorithm

Want to compute P(Zi=k|x1,x2…xL) = P(Zi=k, x1,x2…xL ) / P(x1,x2…xL)

What is the probability of being in this state, conditional on the observations?



Forward-backward Algorithm

Want to compute P(Zi=k|x1,x2…xL) = P(Zi=k, x1,x2…xL ) / P(x1,x2…xL)

But we can break this up: P(Zi=k, x1,x2…xL ) = P(Zi=k, x1,x2…xi ) P(xi+1,x2…xL|Zi=k) 

Probability of being in state k at time i, given the sequence up to time i: Forward algorithm 

Probability of the sequence after time i, given that you are in state k at time i: Backward algorithm

What is the probability of being in this state, 
conditional on all the earlier observations

What is the probability of all the later 
observations, conditional on being in this state

Forward matrix fK(i) Backward matrix bk(i)



Forward Algorithm

P(Zi=k, x1,x2…xi )

1. 

Probability of being in state k at time i, given the sequence up to time i: Forward algorithm 



Forward Algorithm

1. 

2

P(in this state)

P(this transition)

P(emission from this state)

P(Zi=k, x1,x2…xi )

Probability of being in state k at time i, given the sequence up to time i: Forward algorithm 



P(xi+1,x2…xL|Zi=k) 

Backward Algorithm

1

2

P(transition)

P(this state)

P(emission)

Probability of the sequence after time i, given that you are in state k at time i: Backward algorithm





Forward-backward Algorithm

Want to compute P(Zi=k|x1,x2…xL) = P(Zi=k, x1,x2…xL ) / P(x1,x2…xL)
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■ Input: observed sequence x=(x1,x2,…,xL) and transition/emission probabilities (a and e 
matrices)

■ Output: posterior probability of being in each hidden state at each time point P(Zi=k|x)

Forward-backward Algorithm

Want to compute P(Zi=k|x1,x2…xL) = P(Zi=k, x1,x2…xL ) / P(x1,x2…xL)

What is the probability of being in this state, conditional on the observations?

What is the runtime of the forward-backward algorithm?



Posterior decoding and posterior mean
Now we can complete the posterior probability:

Add last column of the forward DP table to get P(x):
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Posterior decoding and posterior mean
Now we can complete the posterior probability:

Posterior decoding:
• Create a KxL table for the posterior probabilities
• Take the max over each column to find the posterior decoding

Add last column of the forward DP table to get P(x):

Posterior mean:
• The sum of each column in the posterior probability table should be 1
• Multiply these probabilities by the value of each state g(k) to get the mean







Summary     (Part 1 of Lab 8)

■ Now we have 3 different ways to estimate the hidden states:

■ 1) Viterbi traceback (from the max of last column)

■ 2) Posterior decoding (max of posterior probability table from Forward-Backward algorithm)

■ 3) Posterior mean (weighted average over each column of the posterior probability table)

■ Note: the posterior mean already reflects the “meaning” of each hidden state. For the other 
two, we need to transform the state sequence (indices of hidden state) using a 1-1 mapping 
from state index to state value



Lab 8 example: Tmrca for n=2

g(0) = 0.32, g(1) = 1.75
g(2) = 4.54, g(3) = 9.40

Exponential distribution image: Modified from SlidePlayer



HMM informal quiz: discuss with a partner

1) The value of xi only depends on _____.

2) The value of zi only depends on _____.

3) What symbol would you use to denote the transition probability from state 2 to state 0?

4) What symbol would you use to denote the probability of emitting a 1 from state 3?

5) What symbol would you use to denote the probability of starting in state 2?

6) What is the runtime of the Viterbi, forward, backward algorithms?

7) What is the runtime of obtaining the posterior decoding and posterior mean?



HMM informal quiz: discuss with a partner

1) The value of xi only depends on _____.

2) The value of zi only depends on _____.

3) What symbol would you use to denote the transition probability from state 2 to state 0?

4) What symbol would you use to denote the probability of emitting a 1 from state 3?

5) What symbol would you use to denote the probability of starting in state 2?

6) What is the runtime of the Viterbi, forward, backward algorithms?

7) What is the runtime of obtaining the posterior decoding and posterior mean?

zi



HMM informal quiz: discuss with a partner

1) The value of xi only depends on _____.

2) The value of zi only depends on _____.

3) What symbol would you use to denote the transition probability from state 2 to state 0?

4) What symbol would you use to denote the probability of emitting a 1 from state 3?

5) What symbol would you use to denote the probability of starting in state 2?

6) What is the runtime of the Viterbi, forward, backward algorithms?

7) What is the runtime of obtaining the posterior decoding and posterior mean?

zi

zi-1



HMM informal quiz: discuss with a partner

1) The value of xi only depends on _____.

2) The value of zi only depends on _____.

3) What symbol would you use to denote the transition probability from state 2 to state 0?

4) What symbol would you use to denote the probability of emitting a 1 from state 3?

5) What symbol would you use to denote the probability of starting in state 2?

6) What is the runtime of the Viterbi, forward, backward algorithms?

7) What is the runtime of obtaining the posterior decoding and posterior mean?

zi

zi-1

a2,0



HMM informal quiz: discuss with a partner

1) The value of xi only depends on _____.

2) The value of zi only depends on _____.

3) What symbol would you use to denote the transition probability from state 2 to state 0?

4) What symbol would you use to denote the probability of emitting a 1 from state 3?

5) What symbol would you use to denote the probability of starting in state 2?

6) What is the runtime of the Viterbi, forward, backward algorithms?

7) What is the runtime of obtaining the posterior decoding and posterior mean?

zi

zi-1

a2,0

e3(1)



HMM informal quiz: discuss with a partner

1) The value of xi only depends on _____.

2) The value of zi only depends on _____.

3) What symbol would you use to denote the transition probability from state 2 to state 0?

4) What symbol would you use to denote the probability of emitting a 1 from state 3?

5) What symbol would you use to denote the probability of starting in state 2?

6) What is the runtime of the Viterbi, forward, backward algorithms?

7) What is the runtime of obtaining the posterior decoding and posterior mean?

zi

zi-1

a2,0

e3(1)

π2



HMM informal quiz: discuss with a partner

1) The value of xi only depends on _____.

2) The value of zi only depends on _____.

3) What symbol would you use to denote the transition probability from state 2 to state 0?

4) What symbol would you use to denote the probability of emitting a 1 from state 3?

5) What symbol would you use to denote the probability of starting in state 2?

6) What is the runtime of the Viterbi, forward, backward algorithms?

7) What is the runtime of obtaining the posterior decoding and posterior mean?

zi

zi-1

a2,0

e3(1)

π2

O(K2L), where K=number of hidden states, L=length of sequence



HMM informal quiz: discuss with a partner

1) The value of xi only depends on _____.

2) The value of zi only depends on _____.

3) What symbol would you use to denote the transition probability from state 2 to state 0?

4) What symbol would you use to denote the probability of emitting a 1 from state 3?

5) What symbol would you use to denote the probability of starting in state 2?

6) What is the runtime of the Viterbi, forward, backward algorithms?

7) What is the runtime of obtaining the posterior decoding and posterior mean?

zi

zi-1

a2,0

e3(1)

π2

O(K2L), where K=number of hidden states, L=length of sequence

O(KL), need to compute posterior probability for all K states, along the sequence



Parameter Estimation for HMMs:
Baum-Welch algorithm







Handout 21



Parameter estimation for HMMs



Parameter estimation for HMMs

■ For either Case 1 (state sequence known) or Case 2 
(state sequence unknown), we need a way of computing 
the expected number of times we use a specific 
transition or emission

■ For Case 1, we can observe these counts directly

■ For Case 2, we will obtain these expected counts by 
adding up the probability of using each transition and 
emission across the entire sequence



What about the start state?

1) Count how many times we observe each state throughout the 
sequence, then normalize

2) See how many times (or how many expected times) we actually 
start in each state (this is assuming many independent sequences)



Case 2: state sequence unknown
■ Compute the expected transition and emission counts using the forward and backward 

probabilities:

Expected transition counts
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Case 2: state sequence unknown
■ Compute the expected transition and emission counts using the forward and backward 

probabilities:

■ We still need to normalize as before:

Expected transition counts

Expected emission counts







Baum-Welch Algorithm (1960’s)

Choose model parameters (a & e matrices, π vector) arbitrarily
If we have some prior knowledge of the problem, use that to initialize parameters

Initialization
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Baum-Welch Algorithm (1960’s)

Choose model parameters (a & e matrices, π vector) arbitrarily
If we have some prior knowledge of the problem, use that to initialize parameters

• Run forward algorithm to get fk(i)
• Run backward algorithm to get bk(i)
• Compute expected transition/emission counts Akl, Ek(b)

• Maximize likelihood P(x), given expected counts
• Transition and emission:

• Initial probability update for Lab 8:

Note: in slides: i=1,2,…L
Python: i=0,1,…(L-1)

Stop when:
• Likelihood does not improve by much (choose threshold)
• Maximum number of iterations exceeded

Initialization

Iteration

E-
st

ep
M

-s
te

p

Termination

p. 59

p. 60

Equations 3.20 & 3.21

Equation 3.18

15 iterations for us



Log-likelihood improves with each Baum-Welch iteration



Summary of HMMs
Structure of a Hidden Markov Model: Observations, hidden states, emissions, transitions

Three inference problems: 

1) What is the most likely sequence of hidden states?: Viterbi algorithm

2) What is the most likely hidden state at each observation? Forward-Backward algorithm

3) What are the parameters? Baum-Welch algorithm


