
Parsimony handout I: Fitch’s algorithm 
Run Fitch’s algorithm on the following tree. What are the states of the internal nodes. 
What is the parsimony score? 
 

 
 
The tree below shows the relationship between a subset of Indo-European languages 
(445 extant languages, with 3.2 billion native speakers), along with the word for “hand”, 
with numerical groupings for similar words. In which group was the word for “hand” in 
PIE? If you didn’t know about Hittite (no longer spoken), would your answer change? 
 

 
 

4.3 Finding the Most Parsimonious Tree
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Figure 4.2: The original version of the Fitch algorithm.

a. If the intersection of the state sets Su and Sw is non-empty, then Sv becomes this
intersection.

b. Otherwise Sv becomes the union of its children’s state sets.

More formally:

Sv =

{

Su ∩ Sw if Su ∩ Sw "= ∅
Su ∪ Sw otherwise.

The most parsimonious reconstruction of characters at the internal nodes is then obtained in a
top-down pass according to the following rules:

1. If the state set of the root contains more than one element, arbitrarily assign any of these
characters to the root.

2. Let u be a child of node v, and let xv denote the character assigned to v.

a. If xv is contained in Su, assign it to node u as well.

b. Otherwise, arbitrarily assign any character from Su to node u.

The length of the most parsimonious tree can then easily be read from the character assignments
in the tree.

It is not immediately clear that this algorithm computes a most parsimonious assignment of
characters to the internal nodes of the tree. It is probably easiest to compare it to the above
dynamic programming algorithm and argue that the state set equals the set of characters x that
have a minimal C(v, x).

4.3 Finding the Most Parsimonious Tree

In principle one can now apply this procedure to all possible tree topologies, and the shortest
one will be the most parsimonious tree. However, we have seen that the number of possible tree
topologies grows extremely quickly with the number of taxa, and hence an exhaustive enumeration
is infeasible for more than about 12 taxa. In the remainder of this chapter, we will discuss a method
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Parsimony handout II: Sankoff’s algorithm 
 

Solve the two examples below using the Sankoff’s algorithm and the 
provided cost matrices.  
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