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Outline

■ String search: finish Boyer-Moore algorithm

■ Sequencing pipeline overview

■ Read mapping

■ Burrows-Wheeler Transform (BWT)



Boyer-Moore Algorithm





S = AAATAAATAAATAAAT
AAAA
    AAAA

skip

Good Case

S = AAAAAAAAAAAATAAA
TAAA
 TAAA

No skip

S = AAAAAAAAAAAATAAA
AAAT
 AAAT

No skip

Bad Cases

Worst-case time complexity proportional to nm, where n is size of S and m is size of 
the pattern, P.   However, in practice average time complexity is very good. 

Intro CompBio Biol Models, (c) Junhyong Kim, 2018



Can we do better in these worst case situations?

Idea: there is information in “matches so far”

S = AAAAAAAAAAAATAAA
TAAA

Found a mismatch at the left most position, where the pattern 
has a T but we know that S has AAA to the right of that, so we 
could never match in that region and can skip over it. 

S = AAAAAAAAAAAAAAAA
TAAA+4



Good Suffix Rule: Consider all the possible points in P 
where mismatch can happen. For each kind of 
mismatch, look left and see if the mismatch pattern 
up to the current point can be found in P again.

123456789
S:TATTCGGTT
P:GCGACG

123456789
S:TATTCGGTT
P:   GCGACG

^ACG

Notation: We use ^X to mean “not X”

So ^A = C, G or T 

^ACG = CCG, GCG or TCG etc… 



123456789
S:TATTCGGTT
P:GCGACG

Intro CompBio Biol Models, (c) Junhyong Kim, 2018



Intro CompBio Biol Models, (c) Junhyong Kim, 2018

123456789
S:##^ACG###
P:GCGACG



123456789
S:##^ACG###
P: GCGACG        +1

Intro CompBio Biol Models, (c) Junhyong Kim, 2018



123456789
S:##^ACG###
P:  GCGACG       +2

Intro CompBio Biol Models, (c) Junhyong Kim, 2018



123456789
S:##^ACG###
P:   GCGACG      +3

Intro CompBio Biol Models, (c) Junhyong Kim, 2018



123456789
S:##^ACG###
P:   GCGACG      +3

Intro CompBio Biol Models, (c) Junhyong Kim, 2018



All possible mismatch patterns for P = “GCGACG”

Position of first mismatch of 
P, scanning from right to left 

Implied pattern in S Action  

6 ^G  move 1  
5  ^CG move 5 
4  ^ACG move 3 
3  ^GACG move 5 
2  ^CGACG move 5 
1  ^GCGACG move 5 
 





Exercise: P = “TAAAA”

Position of first mismatch of P, 
scanning from right to left 

Implied pattern in S Action to be taken 

P[5] ^A increase offset by 4 
P[4] ^AA increase offset by 3 
P[3] ^AAA increase offset by 2 
P[2] ^AAAA increase offset by 1 
P[1] ^TAAAA increase offset by 5 
 

Intro CompBio Biol Models, (c) Junhyong Kim, 2018



Combine the two rules to complete the 
Boyer-Moore algorithm

Match P to S, from right to left starting at some offset 
position of S. If a mismatch is found compute

shift = max(bad character rule, good suffix rule)
Increase offset by shift and start the matching again from 
the right most position of P.

Intro CompBio Biol Models, (c) Junhyong Kim, 2018



Good suffix rule worksheet





Boyer-More Complexity



S = AAACAAACAAACAAAT
AAAT
 AAAT

Maximum num comparisons: O(N/M)

Best case?

Gets more efficient as the pattern gets longer!



S = AGTCTAGCTAGCATCGACTACGAC
ACGT
  ACGT
     ACGT

Average num comparisons: O(N)

Average case?



S = AGTCTAGCTAGCATCGACTACGAC
ACGT
  ACGT
     ACGT

Bigger skip with larger alphabet

Small alphabet

S = ASDFAJNSDAWZA#XXKXLS#%K
XZAK
  XZAK
  AZAK
     

Large alphabet



S = AAAAAAAAAAAAAAAA
AAAT
 AAAT

No skip: O(N)

Worst case?



Worst case?

S: AAAAAAAAAAAAAAAAAAAA
P: AAAAA

* Worst case is O(N) if the pattern does not appear in the text

No skip, no mismatch: O(NM)



Remarks on Boyer-Moore

■ O(N/M) -> Becomes more efficient, the longer the pattern

■ Small memory complexity.

■ Not as efficient when we have a small alphabet size



• Boyer-Moore and variations are good general search algorithms

• At the relatively modest cost of O(M) preprocessing, they produce 
substantial speed-ups over the naïve algorithm

• This is hard to see abstractly, but in practice they have very good 
performance (i.e. the average case is close to the best case)

• When you hit Ctrl-F in a website or text document, it’s running a 
variation of Boyer-Moore under the hood

Remarks on Boyer-Moore



Extra reading

For optimal performance we start to care about 1) constants 2) characteristics of the data



Final thought…

• We sped up our algorithm by doing some pre-
processing of the pattern

• Often (e.g. read mapping), we want to match a 
large number of patterns (reads) to a search 
string (reference genome) that doesn’t change

• Is there some way we could speed this up by 
pre-processing the search string?



Sequencing Pipeline



InTech open science



Read Mapping



Read mapping

…AGTATCTGTCTTTGATTCCTGCCTCATCCTATTATTTATCGCACCTACGTTCAATATT…

CTTTGATTCCTGCC

CTGCCTCATCCTA

TTATTTATCGCACCTAC

Long reference genome

Many short reads to align Reference doesn’t change so 
lets process it once (slow) but 
then hopefully it will be fast 
to map each read. 



Bowtie and BWA (posted reading)
■ First practical read aligners to use the Burrows-Wheeler Transform

Bowtie

BWA



Comparison of Bowtie and BWA



Credit: Dan Bolster (EBI)



Preparation time

Storage space Running time

No such thing as a free lunch

None

None O(NM)

Naïve search

O(M)

O(M)

O(N)

Boyer-Moore and variations
Hash tables and BWT

O(N)

O(N)

O(M)



k-mer hashing
AGTATCTGTCTTTGATTCCTGCCTCATCCTATTATTTATCGCACCTACGTTCAATATT

AGTA: 1

Recall: k-mer is a string of 
length k. We’ll write things 
like 4-mer, 32-mer etc… to 
refer to specific lengths



k-mer hashing
AGTATCTGTCTTTGATTCCTGCCTCATCCTATTATTTATCGCACCTACGTTCAATATT

AGTA: 1
GTAT: 2



k-mer hashing
AGTATCTGTCTTTGATTCCTGCCTCATCCTATTATTTATCGCACCTACGTTCAATATT

AGTA: 1
GTAT: 2
TATC: 3



k-mer hashing
AGTATCTGTCTGTGATTCCTGCCTCATCCTATTATTTATCGCACCTCTGTTCAATATT

AGTA: 1
GTAT: 2
TATC: 3
ATCT: 4
TCTG: 5,9,42
CTGT: 6
TGTC: 7
GTCT: 8
TCTT: 9
.
.
.
.
.

Collision!



k-mer hashing
AGTATCTGTCTGTGATTCCTGCCTCATCCTATTATTTATCGCACCTCTGTTCAATATT

AGTA: 1
GTAT: 2
TATC: 3
ATCT: 4
TCTG: 5,9,42
CTGT: 6
TGTC: 7
GTCT: 8
TCTT: 9
.
.
.
.
.

Now, suppose I want to look up:

 GTCTGTGATTCC

1. Take first k-mer in pattern
2. Look up positions in index
3. Check each position for match

How many different k-mers are there?



Burrows-Wheeler Transform (BWT)






