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Admin

• Lab 8 due TONIGHT!

• Review today and Tuesday (in class and lab)

• Exam next Thursday (week from today)

• Sophomore CS majors meeting TODAY

– 3:30-4:30pm in H109



Outline

• Midterm 2 Review

– Revisit confusion matrices

– PCA (linear transformation + interpretation)

– Central Limit Theorem

– Entropy vs. classification error 

– Logistic regression and cross entropy

– Naïve Bayes



Outline

• Midterm 2 Review

– Revisit confusion matrices

– PCA (linear transformation + interpretation)

– Central Limit Theorem

– Entropy vs. classification error 

– Logistic regression and cross entropy

– Naïve Bayes



Confusion matrix with more classes

Figure by: Qun Liu (confusion matrix on cifar-10 dataset)
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• Example: male and female

– No “positive” and “negative” class

– ROC curve not appropriate

Confusion matrices with just two classes don’t 
have to be “positive” and “negative”



Confusion matrices without hard-coding



From the study guide



PCA creates linear combinations of features



From the study guide



Decision trees from entropy (info gain) vs. 
classification error!



Entropy vs. classification error



Midterm Practice Exam: pg 1 and 2

On your own for ~15 min, then partners











H(Y) = 0.6136190195993708

H(Y|age<=55.5) = 0.5522480910534322

H(Y|oldpeak<=3.55) = 0.5568804630596093

age<=55.5

False True

[84, 15]

[28, 11] [56, 4]

oldpeak<=3.55

False True

[84, 15]

[0, 2] [84, 13]

=> Age feature 
produces more 
information gain!

One feature models (decision stumps): 
information gain vs. classification error
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