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Admin

• Lab 5 grades on Moodle

• Lab 7 / Project proposal due last night

• Lab 8 posted, due Wednesday Thursday

• Final project instructions/rubric posted

• Next week: 

– Finish statistics, then midterm review

– Midterm in-class Thursday April 17



Outline for today

• Randomized trials for the null distribution

• Are the means of two samples different?

– t-tests

– Permutation testing

• Bootstrapping
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Central Limit Theorem
• Assumptions

– X1, X2, … Xn are iid samples 

– From a population with mean μ

– Finite variance σ2

• THEN

is a standard normal distribution (i.e. mean 0 and 
variance 1)



Central Limit Theorem

• Last time we saw that the central limit 
theorem could be used to estimate a p-value

• We first obtain a Z-score, then compute the 
probability of observing a result as or more 
extreme under the null hypothesis



Recap Handout 17
+

Continuous  Discrete features







Better way? Randomized trials

• Die example

– n=10 rolls

– [4, 2, 3, 1, 3, 1, 3, 3, 3, 1]

– Xn = 2.4

• H0: null hypothesis (fair die)

– What if we don’t know mean & variance of null distribution?

• H1: is the die weighted toward lower values? (one-sided)



1. Run T trials that mimic our data under the 
null hypothesis

roll a fair die

2. Record relevant information for each trial

mean of the rolls

3. Count how many times you observe a result 
as or more extreme than your data (Ne)

any trial with mean less than or equal to 2.4

4. p-value = Ne/T

Randomized trials: general idea
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