
CS	66:	Machine	Learning

Prof.	Sara	Mathieson
Spring	2019



Outline	for	April	12
• Proposal	and	Project	highlights
• Finish	Convolutional	Neural	Networks
–Weights	on	CONV	layers
– Parameter	analysis
– Strides	and	pooling

• Other	NN	architectures
• Next	week:	unsupervised	learning

• Lab	7	due	MONDAY
• Final	project	details	posted
• Office	hours	TODAY	1-3pm	
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Project	Proposal

1) Dataset

2) Methods/Algorithms

3) Scientific	Question

4) Evaluation	and	Interpretation	of	Results

5) References
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Project	Lab	Notebook

• As	you	as	you	receive	your	git repo,	start	
creating	a	“lab	notebook”	in	your	README

• This	should	say	who	was	working,	what	date,	
how	long,	and	briefly	what	you	did	



Project	Deliverables

• Main	deliverable:	presentation

• On	git:
– Lab	Notebook
– Project	Code
– Presentation	Slides
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Visualization	of	an	entire	network

Image from MathWorks: https://www.mathworks.com/solutions/deep-learning/convolutional-neural-network.html
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CONV,	FC

RELU,	POOL,	FLATTEN

Note	that	some	of	these	operations	
require	hyper-parameters!
• CONV:	filter	size,	number	of	

filters,	stride,	padding
• POOL:	filter	size,	stride
• FC:	if	using	a	hidden	layer,	

number	of	units	in	this	layer
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