CS 66: Machine Learning

Prof. Sara Mathieson
Spring 2019




Admin

e Office hours TODAY 12:30-2pm

* Midterm 1 Feb 27 (in lab)
— Scribe notes posted

* Lab 4 due March 8 (Friday before spring break)



Outline for February 25

* Review
— Lab 3 solutions
— Logistic Regression

* Naive Bayes for continuous features (if time)



Outline for February 25

— Lab 3 solutions



Review: overfitting

* Consider a hypothesis: h
— Training error: error,,...(h)
— Error over all possible data: error,(h)

* A hypothesis h overfits training data if there
exists another hypothesis /’ s.t.

train(h) < errortrain(h/) AND

—errorp(h) > errory(h’)

— error



Lab 3 Solutions

* [not posted online]
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Outline for February 25

— Logistic Regression















h,(x) = 1/(1+e”(5-x))
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Graph made with FooPlot
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h,(x) = 1/(1+e”(10-2x))

Graph made with FooPlot



b,=-15, b,=3  h,(x) = 1/(1+e”(15-3x))
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Graph made with FooPlot



b,=-100, b,=20 h,(x) =1/(1+e”(100-20x))
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Graph made with FooPlot



