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■ Recap posterior decoding and mean

■ Parameter estimation

■ Baum-Welch algorithm (EM for HMM)



Recap: Forward-Backward, posterior 
decoding, and posterior mean
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■ Posterior probability: 
probability of an “unknown” 
given observed (known) data

■ Aside: we can rewrite the 
numerator to include a prior 
(in a Bayesian setting)

Prior

Likelihood of data given an unknown

For us we will us P(x) as the (total) likelihood

Focus on the numerator
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Goal: compute the posterior probability of being 
in state k at step i

Break up emitted 
sequence around step i

Use conditional probability 

Use Markov property

Define these two pieces 
as the forward and 
backward probabilities

Forward Backward
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Posterior decoding and posterior mean
Now we can complete the posterior probability:

Posterior decoding:
• Create a KxL table for the posterior probabilities
• Take the max over each column to find the posterior decoding

Add last column of the forward DP table to get P(x):

Posterior mean:
• The sum of each column in the posterior probability table should be 1
• Multiply these probabilities by the value of each state g(k) to get the mean



Summary (Part 1 of Lab 8)

■ Now we have 3 different ways to estimate the hidden states:

■ 1) Viterbi traceback (from the max of last column)

■ 2) Posterior decoding (max of posterior probability table from Forward-Backward algorithm)

■ 3) Posterior mean (weighted average over each column of the posterior probability table)

■ Note: the posterior mean already reflects the “meaning” of each hidden state. For the other 
two, we need to transform the state sequence (indices of hidden state) using a 1-1 mapping 
from state index to state value



Lab 8 example: Tmrca for n=2

g(0) = 0.32, g(1) = 1.75
g(2) = 4.54, g(3) = 9.40

Exponential distribution image: Modified from SlidePlayer



Parameter Estimation for HMMs












