
CS68: Bioinformatics Handout 20: Mar 23, 2018

Probability distributions and expectation practice problems

1. Geometric distribution. The geometric distribution represents the number of trials Y until a
“success”, where at each trial the probability of success is p. If we want to find the probability we
will succeed after y trials, we will have y − 1 “failures”, each with probability (1 − p) and then a
success. This gives us the probability mass function (pmf):

PY (y) = (1− p)y−1p

(a) Verify that the total probability over all values y ∈ {1, 2, · · · ,∞} sums to 1. Hint: what is the
sum of an infinite geometric series?

(b) Verity that the expected value of the geometric distribution is E[Y ] = 1
p . Hint: differentiate the

sum of an infinite geometric series twice.

2. Exponential distribution. The continuous analog of the geometric distribution is the exponential
distribution. We can think of an exponential random variable X as the “waiting time” to success
without discrete trials (i.e. time it takes to wait for the bus). The probability density function (pdf)
for the exponential distribution with parameter λ is:

PX(x) = λe−λx

Instead of summing over all possible values x, with a continuous probability distribution we need to
integrate over all possible x ∈ [0,∞).

(a) Verify that the total probability over all x ∈ [0,∞) sums to 1.

(b) Verity that the expected value of the exponential distribution is E[X] = 1
λ . Hint: use integration

by parts.
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