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■ Neutral theory of evolution
■ Measures of sequence diversity
■ Probability distributions and expected value
■ The Coalescent

Notes:
• Office hours today are canceled
• Population genetics reading is posted
• Interested in being a ninja? Let me know
• Midterms will be handed back on Friday
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■ Wright-Fisher model of evolution; discrete time (measured in generations)

■ Assumptions (for now):
– constant population size
– random mating
– the two chromosomes for each individual choose their parents independently
– mutations are neutral (i.e. not selectively advantageous or deleterious)

■ Genetic drift: changes in allele frequencies are due to random chance, not 
selection



• All neutral genetic variation will eventually die out or become fixed in the 
population (question: so why do we observe variation?)

• The probability of fixation for a new mutation is 1/(2N) where N is the 
population size

• In general the fixation probability is f0, the initial frequency of the 
mutation in generation 0

• Question: how is genetic drift affected by the population size N?  What 
consequences might this affect have?

Recap last time



• All neutral genetic variation will eventually die out or become fixed in the 
population (question: so why do we observe variation?)

• The probability of fixation for a new mutation is 1/(2N) where N is the 
population size

• In general the fixation probability is f0, the initial frequency of the 
mutation in generation 0

• Question: how is genetic drift affected by the population size N?  What 
consequences might this affect have?

Recap last time

Intermediate frequencies can persist for many generations, selection, admixture, any deviations from neutrality   
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• The probability of fixation for a new mutation is 1/(2N) where N is the 
population size

• In general the fixation probability is f0, the initial frequency of the 
mutation in generation 0
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consequences might this affect have?

Recap last time

Intermediate frequencies can persist for many generations, selection, admixture, any deviations from neutrality   

The lower the population size, the greater the chance new mutations will fix, even weakly deleterious ones.
This can lead to what would typically be rare traits reaching high frequency.
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Hardy-Weinberg expectations
■ If we have two alleles, A and a, then each individual can have genotype AA, Aa, or aa

■ We say that AA and aa are homozygous and Aa is heterozygous

■ If the genotype at this locus (site) is responsibly for a Mendelian (think: binary) phenotype and 
A is dominant, then AA and Aa will have the same phenotype

■ In that case we would call aa recessive

■ If aa is disease causing or deleterious, this can reduce the frequency of a through selection

■ If most alleles either become fixed or die out, that means eventually everyone will either be aa
or AA.  This is called the loss of heterozygosity 
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Neutral theory of evolution

■ Kimura 1968

■ Claim: most genetic variation is neutral

■ Consistent with the idea that 
population size is responsible for the 
level of variation in a population

From: Graham Coop, https://gcbias.org/2016/09/21/population-genetics-undergrad-class/
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Discrete probability distribution
■ Let X be a random variable that can take on values x1, x2, …, xk

■ Example: a die that can take on values 1,2,3,4,5,6

■ If we rolled the die many times and took the average, we would have an estimate of 
the expected value

■ Let pi = the probability of observing value xi

■ Example: p1=0, p2=1/6, p3=1/6, p4=1/6, p5=1/6, p6 = 1/3

■ We should check that the sum of the probabilities of all possible values is 1

■ Compute expectation:



Measures of sequence diversity








