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Outline: Feb 28

■ Continue Neighbor-Joining (NJ)
■ Theory of the Q-criteria
■ Consistency of NJ

Notes:
• Office hours TODAY 1-3pm
• Create “cheat-sheet” for midterm
• Choose partners for Lab 5



Lab 4 Runtime plot examples



Hannah and Melissa



Angelina and Rye



Charlotte and Emily



Kelly and Quinn



Lesia and Linda



Continue Neighbor-Joining (NJ)



NJ initialization
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Nc = {b, e, f, g, h},    |Nc| = 5



NJ Iterative step (part a)



NJ Iterative step (part a)

UPGMA



NJ Iterative step (part a)

UPGMA How far away i and j are from all the other vertices 
(further away means we’ll join them earlier)



NJ Iterative step (part b)
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NJ Iterative step (part b)
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NJ Iterative step (part b)
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NJ Iterative step (part b)
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NJ Iterative step (part b)
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vd(f,v)

UPGMA

d(g,v)

The difference between how far f
and g are from other vertices. In 

this example g is on average 
further from other vertices, so 

d(g,v) > d(f,v)



NJ Iterative step (part b)
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UPGMA

Nc = {b, e, h, v},    |Nc| = 4

d(g,v)

The difference between how far f
and g are from other vertices. In 

this example g is on average 
further from other vertices, so 

d(g,v) > d(f,v)



NJ Iterative step (part c)
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NJ Iterative step (part c)

c

f
g

h

b

vd(f,v)
d(g,v)

e

Another way to write this:

d(i,v) = ½[d(f,i) + d(g,i) – d(f,g)]



NJ Termination
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Nc = {e, v, w},    |Nc| = 3



NJ Termination
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Nc = {e, v, w},    |Nc| = 3

We could “merge” e and w at c, then we 
would find d(e,c) and d(w,c) in step (b) 

and find d(v,c) in step (c)



Handout 13 Solution









Q-criteria theory and consistency








